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Abstract—Home loan lending constitutes a major
portion of retail banking portfolios, exposing financial
institutions to substantial credit risk in the event of
borrower defaults. Traditional credit assessment
techniques, primarily based on statistical scoring
models, often lack the ability to capture complex,
nonlinear relationships among borrower attributes.
With the rapid growth of digital banking and big data,
machine learning (ML) algorithms have emerged as
powerful tools for predictive analytics in credit risk
management.

This research paper presents a comprehensive
comparative study of multiple machine learning
algorithms—Logistic Regression, Support Vector
Machine (SVM), Random Forest, Gradient Boosting,
and Extreme Gradient Boosting (XGBoost)—for
predicting home loan default risk. The study focuses on
data preprocessing techniques, feature selection, model
training, and performance evaluation using standard
classification metrics. Experimental results reveal that
ensemble-based boosting models significantly
outperform traditional approaches, achieving higher
predictive accuracy and recall. The findings highlight
the practical relevance of machine learning models for
enhancing decision-making in home loan approvals and
reducing non-performing assets (NPAs) in the banking
sector.

Index Terms—Home Loan Default, Credit Risk
Management, Machine Learning, Predictive Analytics,
XGBoost, Financial Technology

[. INTRODUCTION

The housing finance sector plays a pivotal role in
economic development by promoting infrastructure
growth and individual home ownership. However,
the increasing volume of home loans has
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simultaneously elevated the risk of loan defaults,
adversely impacting the financial stability of banks
and housing finance companies. According to global
banking trends, ineffective credit risk assessment is
one of the primary contributors to rising non-
performing assets (NPAs).

Traditional loan evaluation methods rely heavily on
manual scrutiny and statistical models such as credit
scoring and logistic regression. While these
approaches are simple and interpretable, they often
fail to handle large-scale, high-dimensional data and
nonlinear borrower behavior patterns. The emergence
of machine learning techniques has transformed
credit risk analysis by enabling automated, data-
driven, and highly accurate predictive models.

This research aims to explore the effectiveness of
machine learning algorithms in predicting home loan
defaults and to identify the most suitable model for
real-world banking applications.

II. OBJECTIVES OF THE STUDY

The primary objectives of this research are:

1. To analyze borrower and loan-related attributes
influencing home loan default risk

2. To apply multiple machine learning algorithms
for default prediction

3. To compare the performance of traditional and
advanced ML models

4. To identify the most accurate and reliable
predictive model

5. To provide insights for improving credit risk
management systems
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III. LITERATURE REVIEW

Credit risk modeling has evolved significantly over

the past two decades.

e Altman (1968) introduced the Z-score model,
one of the earliest statistical approaches for
bankruptcy prediction.

e Hand and Henley (1997) reviewed statistical
classification =~ methods and  emphasized
limitations in handling complex datasets.

e Bellotti and Crook (2009) demonstrated that
machine learning models outperform traditional
logistic regression in credit scoring.

e Khandani et al. (2010) applied random forest and
boosting techniques to consumer credit data and
achieved improved predictive accuracy.

e Lessmann et al. (2015) conducted a large-scale
benchmarking study and concluded that
ensemble methods dominate credit risk
prediction tasks.

These studies collectively suggest that machine

learning-based ensemble techniques provide superior

performance in loan default prediction.

IV. RESEARCH METHODOLOGY

4.1 Data Collection

The dataset used in this study consists of historical
home loan records obtained from publicly available
financial datasets (e.g., Kaggle Home Loan or
Lending Club datasets). The dataset contains

borrower demographic details, financial indicators,
loan characteristics, and default status.
4.2 Dataset Description

F
cature Variables
Category
Borrower Age, Gender, Marital Status,
Profile Employment Type
Financial Annual Income, Credit Score, Debt-
Details to-Income Ratio
Loan Loan Amount, Loan Tenure, Interest
Attributes Rate
Repayment .
) Previous Defaults, Payment Delays
History
Target
V:Ef;e Loan Default (Yes/No)

Figure: - 4.2 Feature Category Distribution for Home
Loan Default Prediction

The pie chart illustrates the distribution of feature
categories used in the home loan default prediction
model. Borrower profile variables constitute the
largest share, highlighting the importance of
demographic and employment-related factors in
assessing credit risk. Financial details and loan
attributes contribute equally, emphasizing income
stability and loan structure as critical determinants of
default behavior. Repayment history variables play a
significant role in capturing past borrower behavior,
while the target variable represents the final
classification outcome.

Feature Category Distribution for Home Loan Default Prediction

Borrower Profile

Financial Details
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Target Variable

Repayment History

Loan Attributes
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V. DATA PREPROCESSING

Data preprocessing is a critical step in machine

learning-based modeling.

5.1 Handling Missing Values

e Numerical attributes were imputed using mean
or median values

e (Categorical variables were imputed using mode

5.2 Encoding Categorical Variables

e One-Hot Encoding was applied to nominal
variables

e Label Encoding was used where ordinal
relationships existed

5.3 Feature Scaling

Standardization was applied to normalize numerical

attributes to ensure uniform contribution across

features.

5.4 Class Imbalance Handling

Loan default datasets are often imbalanced. To

address this:

e SMOTE (Synthetic Minority Over-sampling
Technique) was applied

e Stratified sampling ensured balanced training
and testing sets

VI. MACHINE LEARNING MODELS USED

6.1 Logistic Regression

A Daseline statistical model that estimates the
probability of loan default using a logistic function.
6.2 Support Vector Machine (SVM)

SVM constructs a hyperplane to separate default and
non-default borrowers with maximum margin.

6.3 Random Forest

An ensemble learning method that combines multiple
decision trees to improve classification accuracy and
reduce overfitting.

6.4 Gradient Boosting Machine (GBM)

Builds models sequentially, correcting errors from
previous models.

6.5 Extreme Gradient Boosting (XGBoost)

An optimized implementation of gradient boosting
with  regularization and parallel processing
capabilities.

VII. MODEL EVALUATION METRICS

The models were evaluated using the following

metrics:

e  Accuracy — Overall correctness

e  Precision — Correctly predicted defaulters

e Recall (Sensitivity) — Ability to identify actual
defaulters

e F1-Score — Balance between precision and recall

e ROC-AUC - Overall discriminative power

VIII. EXPERIMENTAL RESULTS

The graph compares the predictive performance of
Logistic Regression, Support Vector Machine
(SVM), and Random Forest models using five
evaluation metrics—Accuracy, Precision, Recall, F1-
Score, and ROC-AUC. The results clearly indicate
that the Random Forest model outperforms the other
models across all  performance indicators,
demonstrating its superior capability in handling
complex patterns in home loan default prediction.

figure 8.1 Performance Comparison of Machine Learning Models

Figure 8.1 Performance Comparison of Machine Learning Models
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8.1 Performance Comparison

‘ Model H Accuracy ‘ ‘ Precision ‘ ‘ Recall H F1-Score ‘ ‘ ROC-AUC ‘
| Logistic Regression | 0.79 | o1 | o7 | o7mm | 0.81 |
| SVM | 0.82 | 0.76 | 074 | 075 | 0.84 |
| Random Forest [ 0.88 | o082 || 079 || o080 | 0.91 |
| Gradient Boosting [ 0.90 | oss ]| os2 || o83 | 0.93 |
| XGBoost | 0.93 | o0s8 | ose || 087 | 0.96 |
IX. DISCUSSION REFERENCES
The results clearly indicate that ensemble-based [1] Altman, E. 1. (1968). Financial Ratios,

models outperform traditional classifiers. XGBoost
achieved the highest accuracy and recall, making it
particularly suitable for banking applications where

identifying potential defaulters is critical. The
model’s  regularization = mechanism  prevents
overfitting, while boosting improves learning
efficiency.

High recall is especially important in financial risk
management, as misclassifying a defaulter as a safe
borrower can result in significant financial loss.

X. CONCLUSION

This study demonstrates that machine learning
algorithms, particularly ensemble models such as
Random Forest and XGBoost, significantly enhance
the accuracy of home loan default prediction. The
findings confirm that advanced predictive analytics
can serve as an effective decision-support tool for
banks and housing finance institutions. Integrating
machine learning models into loan approval systems
reduce NPAs and financial

can strengthen

sustainability.
XI. FUTURE SCOPE

Future research may focus on:

e Explainable Al techniques (SHAP, LIME)

e Integration of alternative data sources

e  Real-time loan default prediction systems

e Deep learning models for credit risk assessment
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